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What is Generative AI?
 Subset of AI/ML focused on generating new text, images, data, and more

 It generally uses vast amounts of data (think in terms of billions and trillions of examples)

 Linear Regression, MUPE, Decision Trees, etc, are not Generative Models- they are used to 
describe historical patterns
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Comparison-
Building Traditional Statistical Models
 Traditional Statistical modeling involves fitting a model to historical data 

 By doing this we optimize the model Coefficients, or ‘Parameters’

 In ICEAA applications, this parameter optimization is usually done in milliseconds

USCM Model: 
2 Parameters (Weight, Agency)
~100 data examples (Satellites)
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Comparison-
Building Generative AI Models

 Generative AI models can have millions or billions of Parameters to optimize, requiring  
trillions of input data points, taking months and millions of dollars to compute!
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Building GEN AI Models 
 For example, the company ‘Databricks’ built their Gen AI Text Model, ‘Dolly’ by 

feeding it 15,000 questions and answers

 Each one provides ‘context’, a sentence explaining the background/broad subject

 They are divided into several categories, like summarization or question answering
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Many Competing Models
 Thousands of different Gen AI models exist, built by hundreds of companies

 Each use different approaches, datasets, and algorithm architecture

 Many different tasks, such as Question Answering, Text-to-Video Creation, etc.
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Sizing Trends of GEN AI Models
 In general, the models are getting bigger and bigger, and being trained on larger datasets

 The Original GPT1 in 2018 had 110 million parameters, now some have over a trillion!
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Making Text Understandable with
Natural Language Processing (NLP) Techniques

 Text must be able to be understood by the AI, both when prompting it with 
instructions to carry out, and in the initial creation/training of the model

 Stemming- converting words to their root 

 (“running” -> “run”)

 Removing “Stop Words” that are meaningless 

 (“the”, “and”, “a”, etc.)

 Part of Speech Tagging helps AI understand structure

  (“dog”-> noun, “ran” -> verb)

 “Sentiment Analysis” determines positive or negative connotation 

 (“delicious food” -> +0.95, “slow service” -> -0.80)
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How GEN AI Models See Data
 The textual datasets for GEN AI models are not simply stored as word docs or pdfs, which would 

be massive and incredibly inefficient (i.e. entire book volumes, all of Wikipedia, etc.)

 Instead, textual data is converted into a series of numbers, in a process called ‘Embedding’

 The set of numbers, or ‘Vector’, can now be used for mathematical operations (+,-,x,/, etc.)

 In this example, ‘man’ - ‘woman’ would yield a similar mathematical result to ‘king’ - ‘queen’

 This process allows the GEN AI models to understand sentence structure, connotation, and more
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Generative AI Applications: 
Text Generation
 Probably the most commonly known GEN AI Text Model (LLM) is OpenAI’s ‘GPT’ Series

 ‘Generative Pre-Trained Transformer’ (GPT) had its first version released in 2018

 It gained worldwide attention in 2023 with the release of ‘ChatGPT’ API, based on model 3.5
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ChatGPT Examples
 GPT is capable of text understanding and cognitive reasoning

 It can answer mathematical, scientific, and literature-based questions

 Passed the BAR Exam (90th%), scored 5 on 10 AP tests, and performed very well on 
the SAT (93rd% on reading/writing, 89th% math) 

Presented at the ICEAA 2024 Professional Development & Training Workshop - www.iceaaonline.com/min2024



Other GEN AI Text Models

 Facebook/Meta: Llama (70 billion Parameters)

 Google: PaLM (540 billion Parameters)

 Twitter/X: Grok (314 billion Parameters)

 Databricks: Dolly (12 billion Parameters), DBRX (132 billion Parameters)

 DBRX was trained on 12 Trillion data points, using 3072 NVIDIA H100 GPUs
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Generative AI Applications: 
Image Generation

 “DALL-E” Series of models is capable of generating images from text

 DALL-E (2021): Initial model developed by OpenAI (Microsoft)

 DALL-E 2 (2022): “can combine concepts, attributes, and styles”

 DALL-E 3 (2023): “significantly more nuance and detail”

 Trained on 400 million pairs of images with text captions scraped from 
the Internet. Its role is to "understand and rank" DALL-E's output by 
predicting which caption from a list of 32,768 captions randomly 
selected from the dataset (of which one was the correct answer) is 
most appropriate for an image.

 DALL-E 2 has 3.5 billion parameters that have been optimized through 
its 3 day long training computation (costing ~$300K)
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Generative AI Applications: 
Code Generation

 Github Copilot

 Also made by OpenAI/Microsoft

 It can generate code from 
English description, or complete 
half-done code

 Trained on 159 gigabytes of 
Python code sourced from 54 
million public GitHub 
repositories
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Code Generation: 
Databricks AI Assistant

 AI Code Generator and Debugging Assistant- 
Integrated into their coding environment

 It can offer fixes & improvement to your existing 
code

 Or just ask it questions in English, and it will 
generate code to perform the specified task

 Utilizes Microsoft’s Azure OpenAI Service
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ChatGPT Can also be used to 
Generate Code
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Case Study #1:
Can GEN AI Models pass the ICEAA Exam?

 Certified Cost Estimator/Analyst Exam (CCEA) consists of 320 multiple choice questions

 Topics include 

 Probability & Statistics

 Regression Analysis

 Learning Curve Calculations

 Inflation Indices

 Economic Analysis

 Earned Value Management (EVM)
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ICEAA Exam Question Example #1:

 ChatGPT Answered the question correctly and provided an explanation!
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ICEAA Exam Question Example #2

 ChatGPT answered this question 
correctly as well!
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ICEAA Exam Question Example #3

 ChatGPT answered the question correctly!

 At this point, I began to worry about my job 
security
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However, it’s not Always Correct!
 On this Question, it answered wrong (even though it appears confident)

 However, the results were interesting:

 I believe the phrase “in $K” confused it

 It calculated 26.635x36 = 958.86$k, then added $105.15 = $959.86k
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Comparing Models
 The same exam question was asked to ChatGPT and Meta’s Llama-3

 However, the gave different answers as well as voice/tone 

 Meta was correct… for some reason ChatGPT forgot to add the intercept
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Benchmarking Methodology

 The ICEAA Exam has over 300 questions, which would take a very long time to 
individually copy & paste into the chat window

 Instead, it is possible to have an automated script ask the questions, record 
the AI’s response, and score them

 The first step to this is ingesting the questions and storing them in a sql table 
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Asking the Questions to the AI Model
 The Databricks AI Assistant generated code to loop through each question, 

and ask them to ChatGPT via the OpenAI API

 This was done by prompting it in English (prompt shown in white at the top)
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Automated Benchmarking
 The computation time was about 8 seconds per question (perfect amount of 

time to get lunch and check it after)
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ICEAA Exam Results
 Overall, ChatGPT was able to answer about 80% of the questions correctly!

 It should be noted that this was the generic GPT, and it had not been 
specifically fine-tuned for ICEAA-type questions

 In the future, it could be improved by ingesting ICEAA study materials, such as 
the CEBOK study guide
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Case Study #2: GURU

• LLM Specifically trained for use in Federal 
Contracting- developed by Summit2Sea Consulting 
(a cBEYONData Company)

• Input sources include 2,000 + pages of FAR & 
DFARS, as well as Audio Interviews with 
Summit2Sea Acquisition SME’s

• Data is encapsulated within our cybersecurity 
protocols and user prompts are not kept (unlike 
ChatGPT)
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GURU Example Output

Source is 
provided by 
GURU- where 
it got its 
answer from
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GURU Example Output
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GURU Examples Continued
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GURU Examples Continued
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GURU Examples Continued
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GURU Examples Continued
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Conclusion on GEN AI

 Generative AI models have been in development for many years

 However, they have gained global attention and made massive strides recently

 They differ from traditional statistical models in the ways that they are built, and 
what output they can produce

 Textual Models can produce very confident sounding answers that are in fact 
incorrect (hallucinations)

 “Prompting” is an art, and can greatly improve results based on how the questions 
are asked

 Fine Tuning on specific data can improve results within specific topics
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Future Conversation Topics

 Will every company soon develop their own customized AI based on their 
proprietary data?

 Will AI models will continue to grow larger and larger with each iteration?

 If so, what will happen in terms of infrastructure and environmental 
repercussions?

 Where will all of this computing take place? Offshore? Undersea? In Orbit?
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